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Motivation CC-Neg: Benchmark for Negations CoN-CLIP: Fine-tuning CLIP on Negations
• Negations are necessary to specify absence of concepts.
• VLMs such as CLIP ignore negation words: "no", "not", "without".

• Contrastive objective rewards bag-of-words behavior.
• Negations are rarely represented in pretraining data.
• Poor negation understanding affects downstream applications of 

VLMs: T2I generation, I2T generation.

PROJECT PAGE

• CC-Neg: a large-scale high-quality dataset containing negations for image-
text matching.
o Parse the caption of an image and negate a concept (negated caption)
o Subset of CC-3M using with PaLM-2 to write negated captions by 

subject-object-predicate decomposition of true caption.
o Yields 228,246 (Image, True Caption, Negated Caption) triplets

• CC-Neg benchmarks various VLMs on negation understanding and shows:
o VLMs fail to recognize negations
o Negation understanding degrades with negated caption complexity
o VLMs favor certain negation words (e.g. "no") over others (e.g. "without")

• CC-Neg can be used to 
impart negation 
understanding.

• CLIP fine-tuned with 
custom objective using
o Image + true 

caption
o Negated caption
o Mined distractor 

images as 
reflection of 
negated caption

• CoN-CLIP shows 
strong understanding of 
negations on held-out 
CC-Neg eval set:

• CoN-CLIP shows improved performance on popular VLM tasks:

SugarCREPE image-text matching Image classification (8 datasets)


